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ABSTRACT

The effect of solar flux divergence on upper ocean dynamics and energetics under both low and high wind speeds was determined using four different parameterizations of downward irradiance. The first (case I) involved only one attenuation length, the second (case II) involved two attenuation lengths, the third (case III) used a spectral decomposition of the incident solar flux over nine wavelength bands, and the fourth (case IV) used an arctangent model of downward irradiance. The Mellor-Yamada turbulence closure scheme (level 2½) was used for the simulations. Cases II–IV predict the existence of an intensified shallow shear zone which is consonant with recent observations. At low wind speeds, the turbulent energy budget is dominated by shear production, dissipation and the diffusion of turbulent kinetic energy, regardless of parameterization. At high wind speeds, shear production is balanced by dissipation. Specific recommendations are made for parameterizing the downward irradiance in the context of numerical studies of upper ocean dynamics, general circulation and climate studies.

1. Introduction

Physical processes which occur at the air-sea interface and within the mixed layer and thermocline are critically dependent on the vertical distribution of downward irradiance within the upper ocean. Models of upper ocean dynamics [see reviews by Kraus (1977) and by Garwood (1979)] make various assumptions about the vertical distribution of downward irradiance. These assumptions are known (e.g., Kraus and Turner, 1967; Denman, 1973; Alexander and Kim, 1976; Kondo et al., 1979) to affect the predicted thermal and density structure. More recently, Simpson and Dickey (1981) have shown that for low wind speeds (U₁₀ < 10 m s⁻¹) significantly different dynamics and energetics occur within the mixed layer for two different parameterizations of downward irradiance. Dickey and Simpson (1981) have shown that diurnal changes in the heat content of the upper ocean are affected strongly by the particular parameterization used to model the divergence of downward irradiance. These latter results may have implications for climate studies. In addition, biological and chemical processes (e.g., photosynthesis and the solubility of dissolved gases in seawater) are influenced by the divergence of downward irradiance.

This note evaluates the effects of the divergence of downward irradiance on upper ocean dynamics and energetics under both low and high wind forcing conditions using four different parameterizations of downward irradiance. Specific recommendations, influenced by some likely oceanographic applica-
tions, are made for choosing the most appropriate parameterization.

2. Downward irradiance

For optically homogeneous water, the vertical distribution of downward irradiance is given by

\[ I(z) = \int_{\lambda=0}^{\infty} I(\lambda, z) d\lambda \]
\[ = \int_{\lambda=0}^{\infty} \int_{z=0}^{\infty} I(\lambda, 0) \exp[z/\zeta(\lambda)] d\lambda dz, \tag{1} \]

where \( I(\lambda, z) \) is the irradiance per unit wavelength for wavelength \( \lambda \) at depth \( z \), \( \zeta(\lambda) \) the irradiance attenuation length for wavelength \( \lambda \) and \( z \) the vertical coordinate positive upward with origin at mean sea level.

The most frequently used (Tyler and Preisendorfer, 1962; Denman, 1973; Jerlov, 1976; Haney and Davies, 1976; Alexander and Kim, 1976) approximation to (1) is

\[ I(z) = I_0 \exp(z/\zeta_1), \tag{2} \]

where \( I(z) \), the downward irradiance, is the radiant flux density on a horizontal surface due to contributions from the entire upward hemisphere, \( I_0 \) the incident less reflected and emergent irradiance at the surface, and \( \zeta_1 \) the attenuation length, assumed constant with depth. Several authors (Sverdrup et al., 1942; Kondo and Watabe, 1969; Paulson and Simpson, 1977; Zaneveld and Spinrad, 1980) have shown that (2) is a poor approximation to (1) in the upper 10 m of the ocean because of the preferential absorption of the short- and longwave components of light. However, below a depth of 10 m, (2) is a good approximation because wavelength-dependent absorption has left only blue-green light. A better approximation to (1) is the bi-modal exponential parameterization suggested by Kraus (1972) and by Paulson and Simpson (1977)

\[ I(z) = I_0 [R \exp(z/\zeta_1) + (1 - R) \exp(z/\zeta_2)]. \tag{3} \]

The first term in (3) characterizes the rapid attenuation in the upper 5 m due to absorption of red spectral components while absorption of the blue-green spectral components below a depth of 10 m is characterized by the second term (i.e., \( \zeta_2 > \zeta_1 \)). Absorption of the ultraviolet in the near surface layer is not explicitly included in (3) because the heat contribution in the ultraviolet region is relatively small compared to that in the red region of the spectrum. Perhaps the best approximation to (1) is the spectral decomposition of the downward irradiance into many wavelength bands,

\[ I(z) = I_0 \sum_{i=1}^{n} a_i \exp(z/\zeta_i), \tag{4} \]

where \( n \) is the number of wavelength bands and the \( a_i \) and \( \zeta_i \) are irradiance constants analogous to the set \((R, \zeta_1, \zeta_2)\) used with (3). Values of these constants were calculated from the data given by Defant (1961). Vertical profiles of the downward irradiance within these wavelength bands are shown in Fig. 1. The red spectral components within the range 0.9 \( \mu \text{m} \leq \lambda \leq 3.0 \mu \text{m} \) are all strongly attenuated within the first few tens of centimeters of the sea surface. Blue-green light penetrates much deeper. The total downward irradiance \( I(z) \) obtained from (4) is not as smooth a curve as those obtained from (2) and (3). This results from the coarse resolution in \( d\lambda \) over which the measurements were made and experimental uncertainties in the measurements. However, these effects are shown below to have little or no effect on the simulations. Zaneveld and Spinrad (1980) have suggested an arctangent approximation to (1), i.e.,

\[ I(z) = I_0 \exp(z/\zeta_2)[1 - R \tan^{-1}(-z/\zeta_1)], \tag{5} \]

where \( \zeta_1 \) and \( \zeta_2 \) are attenuation lengths and \( R \) is a partition function analogous to the \( R \) in (3). This expression, like (3), determines the profile of downward irradiance from three empirical constants. However, the longwave components of the solar spectrum are more strongly attenuated with (5) than with (3). The irradiance constants \( \zeta_1, \zeta_2 \) and \( R \) used with (5) correspond to the set \( K_0, K_1, \) and \( K_2 \) reported by Zaneveld and Spinrad (1980).

Values of the irradiance constants for type I open-ocean water (Jerlov, 1976) for the above parameterizations of downward irradiance are given in Table 1.

Vertical profiles of downward irradiance corresponding to Eqs. (2)–(5) are given in Fig. 2. Differences in these profiles suggest that both the dynamics and energetics of the upper ocean are influenced by the choice of parameterization and that the choice must be consonant with the particular physical processes under study and their associated length scales (e.g., mixed-layer dynamics, thermal boundary layers, photosynthesis, gas exchange dynamics).

3. Analysis and discussion

The level 2½ version of the Mellor–Yamada (1974) turbulence closure scheme (e.g., Yamada, 1977; Blumberg and Mellor, 1980; Simpson and Dickey, 1981) was chosen for the present study because of its capacity to distribute downward irradiance differentially with depth rather than in an integrated fashion as would be required by an integral model. The conservation of heat equation differs from that used by Mellor and Durbin (1975) and by Blumberg and Mellor (1980) because the divergence of the downward irradiance is included. This equation may be written in the form
Fig. 1. Vertical profiles of the spectrally decomposed normalized downward irradiance for type I water [i.e., Eq. (4)].

\[ \rho c_p \frac{\partial T}{\partial t} + \rho c_v \frac{\partial}{\partial z} w^T = Q(z) = \frac{\partial I}{\partial z}, \] (6)

where \( T \) is the mean temperature, \( \rho \) the in situ density and \( c_p \) the specific heat of sea water. The first term is the local rate of change of heat, the second term is the vertical divergence of the turbulent heat flux, and the right-hand side of (6) is the vertical divergence of the downward irradiance flux. The level 2½ version was used for these calculations because it includes the diffusion of turbulent kinetic energy in the local energy balance. This term appears to be important for low wind speeds (Simpson and Dickey, 1981). The vertical grid spacing was

<table>
<thead>
<tr>
<th>Case</th>
<th>( R )</th>
<th>( \xi_1 ) (m)</th>
<th>( \xi_2 ) (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I [Eq. (2)]</td>
<td>Single exponential: ( I(z) = I_0 \exp(z/\xi_1) )</td>
<td>Typically used (Denman, 1973; Alexander and Kim, 1976)</td>
<td>—</td>
</tr>
<tr>
<td>II [Eq. (3)]</td>
<td>Double exponential: ( I(z) = I_0 [R \exp(z/\xi_1) + (1 - R) \exp(z/\xi_2)] )</td>
<td>Paulson and Simpson (1977)</td>
<td>0.580</td>
</tr>
<tr>
<td>III [Eq. (4)]</td>
<td>Spectral decomposition: ( I(z) = I_0 \sum_{i=1}^{n} a_i \exp(z/\xi_i) )</td>
<td>Defant (1961)</td>
<td>Wavelength (( \mu m ))</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.2–0.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.6–0.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.9–1.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.2–1.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.5–1.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.8–2.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2.1–2.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2.4–2.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2.7–3.0</td>
</tr>
<tr>
<td>IV [Eq. (5)]</td>
<td>Arctangent: ( I(z) = I_0 \exp(z/\xi_1) [1 - R \tan^{-1}(-z/\xi_0)] )</td>
<td>Zaneveld and Spinrad (1980)</td>
<td>R</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.3963</td>
</tr>
</tbody>
</table>
three cases show warmer sea surface temperatures, shallower mixed-layer depths, and more intense thermoclines when compared to case I. Quantitative differences among cases II–IV are insignificant. For example, at \( t = 24 \) h the predicted sea surface temperatures for these cases are 9.99, 10.08 and 9.99°C, respectively. For each of these cases, the predicted mixed-layer depth, based on a Richardson number criterion (e.g., Mellor and Durbin, 1975), is nearly the same, 0.4 m. However, the corresponding quantities for the case I simulation, 8.68°C and 5.8 m, differ significantly from the other simulations. Even after 72 h, the case II–IV simulations predict sea surface temperatures (13.19, 13.49 and 13.26°C, respectively) within a few tenths of a degree of each other. Within this group of cases, the coldest sea surface temperatures are predicted by case II, the bi-modal exponential parameterization, and the warmest by case III, the spectral decomposition parameterization. This result is consistent with the optical absorbance characteristics of Eqs. (2)–(5).

At \( t = 72 \) h, the predicted sea surface temperature for case I is approximately 4°C colder than the mean sea surface temperature of cases II–IV.

**Fig. 2.** Vertical profiles of downward irradiance constructed from Eqs. (2) — — — , (3) — — — , (4) — — — — and (5) — — — — — — .

The temperature structure for the low wind speed simulations (\( U_{10} = 2 \) m s\(^{-1}\)) is shown in Fig. 3 for all parameterizations. The initial profile and subsequent profiles at \( t = 12, 18 \) and 24 h are shown. In the following discussion parameterizations based on Eqs. (2)–(5) are referred to as case I through case IV, respectively. The mean temperature structure for cases II–IV is qualitatively quite similar. These

**Fig. 3.** The initial temperature profile and subsequent profiles at \( t = 12, 18 \) and 24 h for all four cases. The wind speed is 2 m s\(^{-1}\).
Temperature profiles for the high wind speed simulations \( (U_{10} = 20 \text{ m s}^{-1}) \) are shown in Fig. 4. The predicted temperature structure is nearly independent of the parameterization of downward irradiance. For example, at \( t = 24 \text{ h} \) the predicted sea surface temperatures agree to within 0.08°C. The corresponding mixed-layer depths all agree to within a few meters.

Profiles of the mean zonal and meridional velocities after 72 h with a uniform wind speed of 2 m s\(^{-1}\) are shown in Figs. 5a and 5b, respectively. Cases II–IV show nearly identical velocity structure. A region of enhanced shear is seen in the near surface layer which extends to an approximate depth of 1 m. This feature may be explained in large part by the highly stratified density profiles (see Fig. 3) which results from case II–IV irradiance parameterizations under low wind speeds. The existence of such an intensified shallow shear zone has been observed recently by Dillon and Richman (1980). Under conditions of low wind speed \( (\hat{U}_{10} = 4.8 \text{ m s}^{-1}) \), small surface waves and summertime heating, they found intense turbulence in the upper 1 m of Green Peter Reservoir. Case I simulations, however, depart significantly from this pattern. Little shear is seen in the velocity profile for case I. The magnitude of the velocity is decreased because the mixed layer is much deeper than for cases II–IV.

Analogous velocity profiles for the high wind speed simulations \( (U_{10} = 20 \text{ m s}^{-1}) \) are shown in Figs. 6a and 6b. Through a depth of approximately 50 m, no appreciable difference is seen in the velocity structure. Below a depth of 50 m (the approximate depth of the mixed layer) there are differences in both the mean zonal and meridional components of velocity. These appear to result from differences in the density structure at the base of the mixed layer.

In an earlier paper, Simpson and Dickey (1981) computed the turbulence energy budget for case I and case II irradiance parameterizations. They found that for low wind speeds the turbulence energy budget was dominated by shear production, dissipation, and the diffusion of turbulent kinetic energy. For high winds, shear production was balanced by dissipation (see Figs. 12 and 13, Simpson and Dickey, 1981). Similar results were obtained for the case III spectral decomposition and case IV arctangent parameterization of downward irradiance.

Simulations were also done for type II and III ocean water. Type III water is characteristic of biologically productive coastal waters. Results, analogous to those reported above for type I water, were obtained.

4. Conclusions

The effects of downward irradiance on upper ocean structure were examined using the Mellor-Yamada turbulence closure scheme (level 2\(\frac{1}{2}\)). Two wind stress conditions and four general classes of irradiance parameterizations were used in the simulations. The first (case I) involved only one attenuation length, the second (case II) involved two attenuation lengths, the third (case III) used a spectral decomposition of the incident solar flux over nine wavelength bands, and the fourth (case IV) used an arctangent model of downward irradiance. The essential difference among the four classes of parameterizations was the vertical distribution of downward irradiance, and hence heat, within the upper ocean. Cases II–IV provided for enhanced absorption of downward irradiance in the upper few meters.

A summary of conclusions concerning the parameterization of downward irradiance is as follows:

1) The single exponential form (case I) appears to be acceptable only at very high wind speeds.

2) The spectral decomposition form (case III) requires that many degrees of freedom be specified. Generally, this level of complexity is not required. However, certain wavelength-dependent processes, such as photosynthesis, gas exchange dynamics and
thermal boundary layer studies (i.e., Simpson and Paulson, 1980; Woods, 1980; Paulson and Simpson, 1981) may require its use.

3) The bi-modal exponential form (case II) and the arctangent form (case IV) have the same number of degrees of freedom (3), and produce nearly equivalent results.

4) The major differences between the case II and IV parameterizations are:

(i) The length scales $\zeta_1$ and $\zeta_2$ used with the bi-modal exponential are not coupled. Hence, they are easier to interpret physically than the coupled length scales in the arctangent model [i.e., the term $I_0 \exp(z/\zeta_1) R \tan^{-1}(-z/\zeta_2)$].

(ii) Computationally, the bi-modal exponential is somewhat more economical than the arctangent model.

5) Enhanced near-surface absorption is needed for the models to be realistic and any of the irradiance forms II, III and IV are adequate.
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Fig. 6. Velocity profiles, analogous to those in Fig. 5, for a uniform wind speed of 20 m s$^{-1}$.
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